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INTRODUCTION

obile robot path planning means that in an environment with obstacles, the mobile robot finds an

smooth and collision-free path from the start point to the end point according to a given task or

condition. The main goal of path planning is to find the best route based on performance indicators
such as distance, time and energy when the robot is in an obstacle environment. Based on the understanding
of the environment, path planning is divided into two research directions: global path planning based on envi-
ronmental a priori complete information and local path planning based on unknown environment. In practi-
cal applications, mobile robots need to have the ability to adapt to unknown environments, therefore, solving
the problem of robot path planning in unknown environments has great significance to the application and
popularization of robot technology, which is the premise and foundation of various application researches of
mobile robots.

MAIN BODY

1. Principles of reinforcement learning algorithm

Q-learning 1s a reinforcement learning algorithm based
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on value 1teration to learn action strategies. The algo- 20%20
rithm uses the Q function to find the optimal action- 100
selection strategy, and its core 1s to continuously update -100
a table which composed by state, action and reward. 07
The basic calculation formula of the algorithm 1s as fol- '
lows: 1
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2. Reinforcement Learning Path Planning Based on The maximum number of
g-decreasing iterations 1000

At the beginning, since the agent 1s facing an unfamil-

: : . : Tab.1 Basic Q-learning algorithm parameters
l1ar environment, 1t 1s necessary to explore the environ-

ment through random actions as much as possible. As The results as follows, as we can see from Figure 1(b)
the degree of mastery of environmental information and (c), both methods can successfully plan robot path
continues to increase, the agent gradually reduces the in an unknown environment. Although the planned
exploration of the environment. Instead, the agent routes are different, the path length 1s 36, which shows
choose the most beneficial action to bring greater re- that both methods can find the optimal path 1n this en-
turns. Therefore, it is hoped that € will maintain a vironment.
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the learning rate determines how much information the | (a) . (b; o ©
agent learns from the environment after each action. . . . . , ,

: : : Fig.1 (a)simulation environment; (b) basic Q-learning algo-
However, during the operation ot the algorithm, the rithm path planning; (c) improved Q-learning algorithm
learning rate of every action must not be the same. path planning.
When exploring the environment, it 1s necessary to
learn more about the environment, so set a larger learn-
ing rate, while when using the environment, set a larger
learning rate to prevent falling into the local optimum,
so the 1s set as follows:

In order to further compare the performance of the two
methods, Figure 2(a) and (b) show the step size conver-
gence of the two methods. It can be seen that the path
length jitter of the two reinforcement learning methods
1s large at the beginning of the iteration. As the number
(0.7 if ¢, <¢ of 1terations increases, the path length shows a down-

“=3 01 others ward trend, but the basic Q-learning algorithm still has
L more frequent and severe jitter 1n the later stage of con-
3. Calculation Steps vergence, while the improved Q-learning algorithm
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In order to verify the feasibility of the path planning Number of terations
method based on reinforcement learning proposed 1n (b)
this paper, MATLAB 1s used to simulate 1t. Table 1 Fip.d (a) busic O-lenrning algorithm path plamings (5} fo-
shows the parameters needed for the basic Q-learning proved Q-learning algorithm path planning.

algorithm.

CONCLUSIONS

Aiming at the problem of mobile robot path planning in an unknown environment, this paper proposes a dy-
namic action selection strategy based on the traditional Q-learning algorithm. This strategy is guided by the
degree of mastery of environmental information, adaptively choose to explore the environment or use the en-
vironment, and dynamically set the learning rate according to the state of the agent, effectively improve the
situation where the Q-learning algorithm is easy to fall into the local optimum. Compared with the traditional
Q-learning algorithm, the method proposed in this paper has a faster convergence speed and shows better
path planning performance under the premise of ensuring the optimal path.
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